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A STOCHASTIC MAXIMUM PRINCIPLE FOR GENERAL

MEAN-FIELD BACKWARD DOUBLY STOCHASTIC CONTROL

S. AOUN1, L. TAMER1∗, §

Abstract. In this paper we study the optimal control problems of general Mckean-
Vlasov for backward doubly stochastic differential equations (BDSDEs), in which the
coefficients depend on the state of the solution process as well as of its law. We establish
a stochastic maximum principle on the hypothesis that the control field is convex. For
example, an example of a control problem is offered and solved using the primary result.
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1. Introduction

Nonlinear backward stochastic differential equations (BSDEs) were introduced in the
first time by Pardoux and Peng [12] throughout that paper, authors investigated and ex-
plained the existense and uniquenes of the solution under the Lipschitz assumption and
also given a probabilistic interpretation for the solution of a class of semi-linear parabolic
partial differential equations (PDEs). After that, the authors [13] introduced a new kind
of BSDEs called backward doubly, aiming to provide a probabilistic representation for a
system of parabolic stochastic partial differential equations (SPDEs). Peng and Shi [14]
introduced a another form of type of time-symmetric forward backward stochastic differ-
ential equation combining the theory of forward backward stochastic differential equations
and backward doubly stochastic differential equations. Along this, other crucial results
have been obtained by other researchers such as [18], [23], [16].

The maximum principle is one of the crucial methods opted in order to solve optimal
control problem. Due to its wide applications in several fields such as economics, biology
and finance, it attracted a large number of researchers. Kushner [9] was the first who
studied the stochastic case. in the same way, Bensoussan [6] used the convexe perturbation
method to derive the stochastic maximum principle in local form. Peng [15] proved the
general maximum principle for the stochastic control system by using a second order
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variational equation and second order adjoint equation to overcome the difficulty appearing
along with the nonconvex control domain and control entering the diffusion term. As a
result, various results emerged for other stochastic control systems; for further information,
readers of this article are advised to consult Agram et al [1], [3], Wu [19], Agram and
Oksendal [2].

Thanks to Han et al [8], a huge contribution was made on stochastic optimal control
for backward doubly stochastic system, authors investigated and obtained the necessary
condition of optimality where the control domain is convex and the coefficients depend
explicitly on the variable control, and from this result many results on controlled BDSDEs
was obtained we refer to the works of [24], [21], [22], [17], [25].

The mean-field models were initially suggested to study the aggregate behavior of a
large number of mutually interacting particles in diverse areas of statistical mechanics
(e.g., derivation of Boltzmann or Vlasov equation in the kinetic gas theory), quantum
mechanics and quantum chemistry ( e.g., the density functional models or also Hartree
and Hartree-Fock type models), economics, finance and game theory ( N players stochastic
differential games and the related problem of the existence of Nash equilibrium points, by
letting n tends to infinity they derived in a periodic setting the mean filed limit equation),
we refer the reader to [7], [11], [5],. . . etc.

The first version for general McKean–Vlasov stochastic optimal control refers to the
works conducted by Buck et al [4]. In that paper authors studied an optimal control for
forward stochastic system in which the coefficients of the system depend on both the state
process as well as of its law, and the control domain is not necessary convex. they gave
their results by using the derivatives with respect to probability measure. The current
paper aims to apply the derivatives with respect to probability measure method for the
sake of studying a class of general stochastic control problems in which the dynamics of
the controlled system take the following backward -doubly systems of McKean -Vlasov
type  −dy

v (t) = f
(
t, yv (t) , zv (t) ,Pyv(t), v (t)

)
dt− g(t, yv (t) , zv (t) ,Pyv(t),

v (t))dB (t)− zv (t) dW (t)
y (T ) = η,

where {W (t) : 0 ≤ t ≤ T} and {B (t) : 0 ≤ t ≤ T} be two mutually independent standard
Brownian motion precesses defined on a complete probability space (Ω,F ,F,P), and PX
denotes the law of the random variable X. The maps f, g : [0, T ]×R×R× Q2 (R)×U→ R
are given deterministic functions, where Q2 (R) is the space of all probability measures µ
on R, endowed with 2−Wasserstein matric. We note that the integral with respect to (Bt)
is a ”backward Itô integral” and the integral with respect to (Wt) is a standard forward
integral, and the control variable v = v (t) is a Ft−adapted process with values in a convex
set U of R.

The cost functional to be minimized over the class of admissible controls is also of
McKean-Vlasov type, which has the form

J (v (.)) = E

 T∫
0

l
(
t, yv (t) , zv (t) ,Pyv(t), v (t)

)
dt+ Φ

(
yv (0) ,Pyv(0)

) ,
where

l : [0, T ]× R× R×Q2 (R)× U→ R,
Φ : R×Q2 (R)→ R,
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are deterministic function.
The rest of the paper is organized as follows. In section 2, we formulate the problem,

including the precise definition of the derivatives with respect to probability measure and
give the notations and assumptions which are needed throughout this work. In section
3, we prove the stochastic maximum principle for our backward doubly stochastic control
problem of general McKean-Vlasov. Finally in section 4, we discuss backward doubly
stochastic LQ optimal control problem.

2. Assumptions and Problem Formulation

Let us consider a complete probability space (Ω, F , P) on which is defined a one di-
mensional two mutually independent standard Brownian motions W = {Wt}t≥0 , B =

(B (t))
t≥0

and let T > 0 be a given time horizon, we denote by N the class of P−null sets

of F . For each t ∈ [0, T ] , we define Ft
∆
= FWt ∨ FBt,T and F = {Ft}t≥0 , where

FWt = N ∨ σ {W (s) : 0 ≤ s ≤ T} ,
FBt,T = N ∨ σ {B (s)−B (t) : t ≤ s ≤ T} .

Note that the collection {Ft : t ∈ [0, T ]} is neither increasing nor decreasing, so it does
not constitute a filtration. For a generic Euclidean space X, we denote its inner product
by (., .) , its norm by |.| , and its Borel σ-field by B (X). Also, for any sub-σ-field G ⊆ F
we denote

• L2 (G;X) to be all X -valued, G-measurable random variables ξ with ‖ξ‖2
∆
=

E
[
|ξ|2
]1/2

<∞.
• Q2 (R) to be the space of all probability measures µ on (X,B (X)) with finite second

moment (i.e.,

∫
X
|x|2 µ (dx) <∞). In particular, we endow the space Q2

(
Rd
)

with

the following 2-Wasserstein metric: for µ, ν ∈ Q2

(
Rd
)
,

W2 (µ, ν)
∆
= inf


 T∫

0

|x− y|2 ρ (dx, dy)


1
2

: ρ ∈ Q2

(
R2d
)
, ρ
(
.,Rd

)
= µ, ρ

(
Rd, .

)
= ν

 .

Furthermore, for an X-valued random variable ξ defined on (Ω,F ,P), we denote

Pξ
∆
= P◦ξ−1, the law introduced by ξ on (X,B (X)) .

We now recall the notion of the differentiability with respect to probability measures.
We shall follow the approach introduced in [4]. The main idea is to identify a distribution
µ ∈ Q2

(
Rd
)

with a random variables ϑ ∈ L2
(
F ;Rd

)
so that µ = Pϑ. To be more presice,

let us assume that the probability space (Ω,F ,P) is rich enough in the sense that for
every µ ∈ Q2

(
Rd
)
, there is a random variable ϑ ∈ L2

(
F ;Rd

)
such that Pϑ = µ. For any

function f : Q2

(
Rd
)
→ R, we induce a function f̃ :

(
F ;Rd

)
→ R, such that f̃ (ϑ) = f (Pϑ) ,

ϑ ∈ L2
(
F ;Rd

)
.

Definition 2.1. A function f : Q2

(
Rd
)
→ R is said to be differentiable at µ0 ∈ Q2

(
Rd
)

if

there exists υ0 ∈ L2
(
F ;Rd

)
with µ0 = Pυ0 such that its lift f̃ is Fré chet differentiable at

υ0. More precisely, there exists a continuous linear functional Df̃ (υ0) : L2
(
F ;Rd

)
→ R

such that

f̃ (υ0 + ξ)− f̃ (υ0) =
〈
Df̃ (v0) , ξ

〉
+ o (‖ξ‖2) = Dξf (µ0) + o (‖ξ‖2) (1)
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where 〈., .〉 is the dual product on L2
(
F ;Rd

)
, and we will refer to Dξf (µ0) as the Fréchet

derivative of at µ0 in the direction ξ. In this case, we have

Dξ f̃ (µ0) =
〈
Df̃ (v0) , ξ

〉
=

d

dt
f̃ (υ0 + tξ)

∣∣∣∣
t=0

, with µ0 = Pυ0 .

From Riesz’ representation theorem, there is a unique random variable Θ0 ∈ L2
(
F ;Rd

)
such that

〈
Dξ f̃ (υ0) , ξ

〉
= (Θ0, ξ)2 = E [(Θ0, ξ)2] , where ξ ∈ L2

(
F ;Rd

)
. It was shown

(see the works of [4]) that there exists a Boral function h [µ0] : Rd → Rd, depending only
on the law µ0 = Pυ0 but not on the particular choice of the representative υ0 such that
Θ0 = h [µ0] (υ0) . Thus, we can write (1) as

f (Pυ)− f (Pυ0) = 〈h [µ0] (υ0) , υ − υ0〉2 + o (‖υ − υ0‖2) ,∀υ ∈ L2
(
F ;Rd

)
. (2)

we shall denote

∂µf (Pυ0 , x) = h [µ0] (x) , x ∈ Rd.
Moreover, we have the following identities:

Df̃ (υ0) = Θ0 = h [µ0] (υ0) = ∂µf (Pυ0 , υ0) ,

and

Dξf (Pυ0) = 〈∂µf (Pυ0 , υ0) , ξ〉 , where ξ = υ − υ0.

Definition 2.2. We say that the function f ∈ C1,1
b

(
Q2

(
Rd
))

if for all υ ∈ L2
(
F ,Rd

)
,

there exists a Pυ−modification of ∂µf (Pυ, .) such that ∂µf : Q2

(
Rd
)
×Rd → Rd is bounded

and Lipchitz continuous. That is for some C > 0, it holds that

(1) |∂µf (µ, x)| ≤ C, ∀µ ∈ Q2

(
Rd
)
, ∀x ∈ Rd;

(2) |∂µf (µ1, x1)− ∂µf (µ2, x2)| ≤ C (W2 (µ1, µ2) + |x1 − x2|) , ∀µ1, µ2 ∈ Q2

(
Rd
)

and

∀x1, x2 ∈ Rd.

Let
(

Ω̂, F̂ , F̂, P̂
)

be a copy of the probability space (Ω,F ,F,P) . For any pair of random

variable (κ, ξ) ∈ L2
(
F ;Rd

)
× L2

(
F ;Rd

)
, we let

(
κ̂, ξ̂

)
be an independent copy of (κ, ξ)

defined on
(

Ω̂, F̂ , F̂, P̂
)

.

We consider the product probability space
(

Ω× Ω̂, F ⊗ F̂ , F⊗F̂, P⊗ P̂
)

and setting(
κ̂, ξ̂

)
(ω, ω̂) = (κ (ω̂) , ξ (ω̂)) for any (ω, ω̂) ∈ Ω× Ω̂. Let (û (t) , x̂ (t)) be an independent

copy of (u (t) , x (t)) so that Px(t) = P̂x̂(t).We denote by Ê the expectation under probability

measure P̂. Let

U [0, T ]
∆
=

Ω× [0, T ]→ U/ u is F t − adapted. E
T∫
0

|u (t)|2 dt < +∞

 .

We consider the controlled BDSDE with McKean-Vlasov dynamics −dy (t) = f
(
t, y (t) , z (t) ,Py(t), u (t)

)
dt− g(t, y (t) , z (t) ,Py(t),

u (t))dB (t)− z (t) dW (t)
y (T ) = η,

(3)

with the cost functional
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J (u (.)) = E


T∫
0

l
(
t, y (t) , z (t) ,Py(t), u (t)

)
dt+ Φ

(
y (0) , Py(0)

) . (4)

On the probability space (Ω,F , F, P ) , we introduce the following spaces of processes which
will be used later:

L2 (FT ;R) =

{
f : R− valued,FT −measurable random variables, s.t :

E
[
|f |2

]
<∞,

}

S2 ([0, T ] ,R) =


f : R−valued Ft −measurable stochastic processes :

E

(
sup

0≤t≤T
|f (t)|2

)
< +∞,


M2 ([0, T ] ;R) =

{
f : R−valued Ft− measurable stochastic process:

E
[∫ T

0 |f (t)|2 dt
]
<∞.

}
We assume that the following conditions hold

(H.1) f, g, l,Φ are continuous and continuously differentiable with respect to y, z, µ, u.
(H.2) f (t, ω, 0, 0, δ0, 0) , g (t, ω, 0, 0, δ0, 0) ∈ M2 ([0, T ] ;R) ,where δ0 is the Dirac mesure

at 0 ∈ R.
(H.3) There exist constants c > 0 and 0 < α < 1 such that for any (y1, z1, , µ1, u1) and

(y2, z2, µ2, u2) :

|f (t, y1, z1, µ1, u1)− f (t, y2, z2, µ2, u2)|2

≤ c(|y1 − y2|2 + |z1 − z2|2 + W2
2 (µ1, µ2) + |u1 − u2|2),

|g (t, y1, z1, µ1, u1)− g (t, y2, z2, µ2, u2)|2

≤ c(|y1 − y2|2 + W2
2 (µ1, µ2) + |u1 − u2|2) + α |z1 − z2|2 ,

(H.4) All the derivatives of f , g and l with respect to y, z, µ, u are bounded.

Given u ∈ U [0, T ] , by Juan and Xing [10], there exists a unique pair

(y (.) , z (.)) ∈ S2 ([0, T ] ;R)×M2 ([0, T ] ;R) ,

which solves equation(3). We shall need the following extension of the well-know Itô’s
formula.

Lemma 2.1. (Pardoux and Peng 1994)

Let α ∈ S2
(
[0, T ] ;Rk

)
, β ∈ M2

(
[0, T ] ;Rk

)
, γ ∈

(
[0, T ] ;Rk×d

)
, δ ∈ M2

(
[0, T ] ;Rk×m

)
be such that (in this lemma {W (t) : 0 ≤ t ≤ T} and {B (t) : 0 ≤ t ≤ T} value, respectively,
in Rm and in Rd)

α (t) = α (0) +

t∫
0

β (s) ds+

t∫
0

γ (s) ds+

t∫
0

δ (s) ds, 0 ≤ t ≤ T.

Then

|α (t)|2 = |α (0)|2 + 2
t∫
0

〈α (s) , β (s)〉 ds+ 2
t∫
0

〈α (s) , γ (s) dBs〉

+2
t∫
0

〈α (s) , δ (s) dWs〉 −
t∫
0

‖γ (s)‖2 ds+
t∫
0

‖δ (s)‖2 ds.
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E |α (t)|2 = E |α (0)|2 + 2E
t∫
0

〈α (s) , β (s)〉 ds− E
t∫
0

‖γ (s)‖2 ds+ E
t∫
0

‖δ (s)‖2 ds.

More generally, if Φ ∈ C2
(
Rk
)
.

Φ (α (t)) = Φ (α (0)) +
t∫
0

〈
Φ
′
(α (s)) , β (s)

〉
+

t∫
0

〈
Φ
′
(α (s)) , γ (s) dB (s)

〉
+
t∫
0

〈
Φ
′
(α (s)) , δ (s) dW (s)

〉
− 1

2

t∫
0

Tr
[
Φ
′′

(αs) γ (s) γ (s)T
]
ds

+1
2

t∫
0

Tr
[
Φ
′′

(α (s)) δ (s) δ (s)T
]
ds.

Proof. See Pardoux and Peng [13]. �

3. Stochastic Maximum Principle

In this section we study the stochastic maximum principle where the system is defined
in 3. Our goal is to give a necessary conditions of optimality. An optimal control u is said
to be optimal if

J (u (.)) = inf
v(.)∈U[0,T ]

J (v (.)) . (5)

Let u be an optimal control and let (y (.) , z (.)) be the corresponding trajectory and let v
be such that u+ v ∈ U. Since U [0, T ] is convex, then for any 0 ≤ ε ≤ 1

uεt ≡ ut + εvt is also in U [0, T ] .

We denote by (yε (.) , zε (.)) the trajectory corresponding to uε , we have the following
lemma.

Lemma 3.1. We assume (H.1)− (H.4) hold. Then, we have

lim
ε→0

E

[
sup
t∈[0,T ]

|yε (t)− y (t)|2
]

= 0,

lim
ε→0

E
T∫
t

|zε (t)− z (t)|2 ds = 0.

Proof. Note that yε (t)− y (t) satisfies the following BDSDE:

yε (t)− y (t) =
T∫
t

(
f
(
s, yε (s) , zε (s) ,Pyε(s), uε (s)

)
− f

(
s, y (s) , z (s) ,Py(s), u (s)

))
ds

+
T∫
t

(
g
(
s, yε (s) , zε (s) ,Pyε(s), uε (s)

)
− g

(
s, y (s) , z (s) ,Py(s), u (s)

))
dB (s)

−
T∫
t

(zε (s)− z (s)) dW (s) .

Applying the generalized Itô formula to |yε (t)− y (t)|, we have
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E |yε (t)− y (t)|2 + E
T∫
t

|zε (s)− z (s)|2 ds

≤ 2E
T∫
t

(yε (s)− y (s))
(
f
(
s, yε (s) , zε (s) ,Pyε(s), uε (s)

)
− f

(
s, y (s) , z (s) ,Py(s), u (s)

))
ds

+E
T∫
t

∣∣g (s, yε (s) , zε (s) ,Pyε(s), uε (s)
)
− g

(
s, y (s) , z (s) ,Py(s), u (s)

)∣∣2 ds.
Hence, from assumption (H.1)− (H.4) , we have

E
(
|yε (s)− y (s)|2

)
+ C1E

T∫
t

|zε (s)− z (s)|2 ds

≤ C2E
T∫
t

|yε (s)− y (s)|2 ds+ C3ε
2E

T∫
t

|v (s)|2 ds+ C4E
T∫
t

∣∣W (
Pyε(s),Py(s)

)∣∣2 ds. (6)

where

C1 =
(
1− c

M − α
)

C2 =
(
c+M + c

M

)
C3 =

(
c+ c

M

)
C4 =

(
c+ c

M

)
.

Recall that for the 2−Wasserstein matric W2 (., .), we have

W2

(
Pyε(s),Py(s)

)
= inf

{[
E |ỹε (s)− ỹ (s)|2

] 1
2
, for all ỹε (.) , ỹ (.) ∈ L2 (F ;R) ,

with Pyε(s) = Pỹε and Py(s) = Pỹ(s)

}
≤
[
E |yε (s)− y (s)|2

] 1
2
.

(7)

From (6) , (7) and Definition(2.2), we have

E |yε (s)− y (s)|2 + C1E
T∫
t

|zε (s)− z (s)|2 ds ≤ CE
T∫
t

|yε (s)− y (s)|2 ds+ kε2.

We can choose some M such that
(
1− α− c

M

)
> 0. By Gronwall’s lemma and the

Burkholder -Davis-Gundy inequality, the result follows immediately by letting ε go to
zero. �

We introduce the following variational equation

−dx (t) = [fy (t)x (t) + fz (t) r (t) + fu (t) v (t)

+Ê
(
∂µf

(
t, y (t) , z (t) ,Py(t), u (t) ; ŷ

)
x̂ (t)

)]
dt

+ [gy (t)x (t) + gz (t) r (t) + gu (t) v (t)

+Ê
(
∂µg

(
t, y (t) , z (t) , Py(t), u (t) ; ŷ

)
x̂ (t)

)]
dB (t)

−r (t) dW (t)
x (T ) = 0.

(8)

Under the assumptions (H.1)−(H.4), there exists a unique adapted solution (x (t) , r (t)) ,
0 ≤ t ≤ T satisfying the variational equation (8) .

Lemma 3.2. We assume (H.1)− (H.4) hold. Then, we have
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lim
ε→0

E

[∣∣∣∣yε (t)− y (t)

ε
− x (t)

∣∣∣∣2
]

= 0,

lim
ε→0

E

 T∫
t

∣∣∣∣zε (s)− z (s)

ε
− r (s)

∣∣∣∣2 dt
 = 0.

Proof. Let Λε (t) =
yε (t)− y (t)

ε
− x (t) , Θε (t) =

zε (t)− z (t)

ε
− r (t) .

For convenience, we will use following notations

yλ,ε (t) = y (t) + λ (yε (t)− y (t)) ,
zλ,ε (t) = z (t) + λ (zε (t)− z (t)) ,
ŷλ,ε (t) = ŷ (t) + λ (yε (t)− ŷ (t)) ,
vε (t) = u (t) + εv (t) .

By Definition (2.1) and (3) , we have the following simple from of the Taylor expansion

f (Pu0+ξ)− f (Pu0) = Dξf (Pu0) +R (ξ) ,

where R (ξ) is of order o (‖ξ‖2) with o (‖ξ‖2)→ 0 for ξ ∈ L2
(
F ;Rd

)
.

From the state Equation (3) and the variational Equation (8), it is easy to get



−dΛε (t) =
1

ε
{f ε (t)− f (t)− εfy (t)x (t)− εfz (t) r (t)− εfu (t) v (t)

−Ê
(
∂µf

(
t, y (t) , z (t) ,Py(t), u (t) ; ŷ (t)

)
x̂ (t)

)}
dt

+
1

ε
{gε (t)− g (t)− εgy (t)x (t)− εgz (t) r (t)− εgu (t) v (t)

−Ê
(
∂µf

(
t, y (t) , z (t) ,Py(t), u (t) ; ŷ (t)

)
x̂ (t)

)}
dB (t)

−Θε (t) dW (t) ,
Λε (T ) = 0.

Now, we decompose 1
ε

(
f
(
t, yε (t) , zε (t) ,Pyε(t), uε (t)

)
− f

(
t, y (t) , z (t) ,Py(t), u (t)

))
into

the following parts

1

ε

[
f
(
t, yε (t) , zε (t) ,Pyε(t), uε (t)

)
− f

(
t, y (t) , z (t) ,Py(t), u (t)

) ]
=

1

ε

[
f
(
t, yε (t) , zε (t) ,Pyε(t), uε (t)

)
− f

(
t, y (t) , zε (t) ,Pyε(t), uε (t)

)]
+

1

ε

[
f
(
t, y (t) , zε (t) ,Pyε(t), uε (t)

)
− f

(
t, y (t) , z (t) ,Pyε(t), uε (t)

)]
+

1

ε

[
f
(
t, y (t) , z (t) ,Pyε(t), uε (t)

)
− f

(
t, y (t) , z (t) ,Py(t), u

ε (t)
)]

+
1

ε

[
f
(
t, y (t) , z (t) ,Py(t), u

ε (t)
)
− f

(
t, y (t) , z (t) ,Py(t), u (t)

)]
.

Noting that
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1

ε

[
f
(
t, yε (t) , zε (t) ,Pyε(t), uε (t)

)
− f

(
t, y (t) , zε (t) ,Pyε(t), uε (t)

)]
=

1∫
0

[
fy
(
t, yλ,ε (t) , zε (t) ,Pyε(t), uε (t)

)
(Λε (t) + x (t))

]
dλdt,

1
ε

[
f
(
t, y (t) , zε (t) ,Pyε(t), uε (t)

)
− f

(
t, y (t) , z (t) ,Pyε(t), uε (t)

)]
=

1∫
0

[
fz
(
t, yε (t) , zλ,ε (t) ,Pyε(t), uε (t)

)
(Θε (t) + r (t))

]
dλdt,

1
ε

[
f
(
t, y (t) , z (t) ,Pyε(t), uε (t)

)
− f

(
t, y (t) , z (t) ,Py(t), u

ε (t)
)]

=
1∫
0

[
Ê
(
∂µf

(
t, y (t) , z (t) ,Pŷλ,ε(t), uε (t) ; ŷ (t)

))(
Λ̂ε + x̂ (t)

)]
dλdt .

and

1
ε

[
f
(
t, y (t) , z (t) ,Py(t), u

ε (t)
)
− f

(
t, y (t) , z (t) ,Py(t), u (t)

)]
=

1∫
0

[
fu
(
t, y (t) , z (t) ,Py(t), u

λ,ε (t)
)
v (t)

]
dλdt.

Analogously, we can have a similar decomposition for g. Therefore, we obtain

dΛε (t)

=
∫ 1

0

[
fy
(
t, yλ,ε (t) , zε (t) ,Pyε(t), uε (t)

)]
Λε (t) dλdt

1

+
∫

0

[
fy
(
t, yλ,ε, zε (t) ,Pyε(t), uε (t)

)
− fy (t)

]
x (t) dλdt

+
∫ 1

0

[
fz
(
t, y (t) , zλ,ε (t) ,Pyε(t), uε (t)

)]
Θε (t) dλdt

+
∫ 1

0

[
fz
(
t, y (t) , zλ,ε (t) ,Pyε(t), uε (t)

)
− fz (t)

]
r (t) dλdt

+
∫ 1

0

[
Ê
(
∂µf

(
t, y (t) , z (t) ,Pŷλ,ε(t), uε (t) ; ŷ (t)

))]
Λ̂ε (t) dλdt

+
∫ 1

0 Ê
[
∂µf

(
t, y (t) , z (t) ,Pŷλ,ε(t), uε (t) ; ŷ (t)

)
−∂µf

(
t, y (t) , z (t) ,Py(t), u (t) ; ŷ (t)

)]
x̂ (t) dλdt

+
∫ 1

0

[
fu
(
t, y (t) , z (t) ,Py(t), u (t) + εv (t)

)
− fu (t)

]
v (t) dλdt

+
∫ 1

0

[
gy
(
t, yλ,ε (t) , zε (t) ,Pyε(t), uε (t)

)]
Λε (t) dλdB (t)

+
∫ 1

0

[
gy
(
t, yλ,ε (t) , zε (t) ,Pyε(t), uε (t)

)
− gy (t)

]
x (t) dλdB (t)

+
∫ 1

0

[
gz
(
t, y (t) , zλ,ε (t) ,Pyε(t),uε (t)

)]
Θε (t) dλdB (t)

+
∫ 1

0

[
gz
(
t, y (t) , zλ,ε (t) ,Pyε(t), uε (t)

)
− gz (t)

]
r (t) dλdB (t)

+
∫ 1

0

[
Ê
(
∂µg

(
t, y (t) , z (t) ,Pŷλ,ε(t), uε (t) ; ŷ (t)

))]
Λ̂ε (t) dλdt

+
∫ 1

0 Ê
[
∂µg

(
t, y (t) , z (t) ,Pŷλ,ε(t), uε (t) ; ŷ (t)

)
− ∂µg

(
t, y (t) , z (t) ,Py(t), u (t) ; ŷ (t)

)]
x̂ (t) dλdB (t)

+
∫ 1

0

[
gu
(
t, y (t) , z (t) ,Py(t), u (t) + εv (t)

)
− gu (t)

]
v (t) dλ−Θε (t) dW (t)

Λε (T ) = 0.

From (H.1)− (H.4) and Lemma 2.1 , we have

E
[
|Λε (s)|2

]
+ E

[
T∫
t

|Θε (s)|2 ds

]
≤ C (t)E

t∫
0

|Λε (s)|2 ds+ Cε,

where Cε → 0 as ε→ 0. By Grownwall’s inequality, we obtain the desired result. �

Now we deduce from Lemma 3.2 a first expression of the cost derivative.
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Proposition 3.1. The following equality holds:

d
dεJ (u (.) + εv (.))

∣∣
ε=0

=

E

{
T∫
0

(ly (t)x (t) + lz (t) r (t) + lu (t) v (t)) + Ê
[
∂µl
(
t, y (t) , z (t) ,Py(t), u

ε (t) ; ŷ
)
x̂ (t)

]}
dt

+E
[
Φy

(
y (0) ,Py(0)

)
.x (0)

]
+ Ê

[
∂µΦ

(
y (0) ,Py(0); ŷ (0)

)
x̂ (0)

]
.

Proof. By Lemma 3.2 and first order development, we decompose 1
εE

T∫
0

(lε (t)− l (t)) dt

into the following parts

1
εE

T∫
0

(lε (t)− l (t)) dt

= 1
εE

T∫
0

[
lε (t)− l

(
t, y (t) , zε (t) ,Pyε(t), uε (t)

)]
dt

+1
εE

T∫
0

[
l
(
t, y (t) , zε (t) ,Pyε(t), uε (t)

)
− l
(
t, y (t) , z (t) ,Pyε(t), uε (t)

)]
dt

+1
εE

T∫
0

[
l
(
t, y (t) , z (t) ,Pyε(t), uε (t)

)
− l
(
t, y (t) , z (t) ,Py(t), u

ε (t)
)]
dt

+1
εE

T∫
0

[
l
(
t, y (t) , z (t) ,Py(t), u

ε (t)
)
− l (t)

]
dt.

→ E
T∫
0

[
ly (t)x (t) + lz (t) r (t) + lu (t) v (t) + Ê

[
∂µl
(
t, y (t) , z (t) ,Py(t), u

ε (t) ; ŷ
)
x̂ (t)

]]
dt,

as ε tends to 0.

And

lim
ε→0

1

ε
E
[
Φ
(
yε (0) ,Pyε(0)

)
− Φ

(
y (0) ,Py(0)

)]
= lim

ε→0
E
[

1∫
0

Φy

(
yλ,ε (0) ,Pyε(0)

)(yε (0) + y (0)

ε

)
dλ

]
+lim
ε→0

E
[

1∫
0

Ê
(
∂µΦ

(
y (0) ,Pŷλ,ε(0); ŷ (0)

))( ŷε (0) + ŷ (0)

ε

)
dλ

]
= E

[
Φy

(
y (0) ,Py(0)

)
x (0)

]
+ Ê

[
∂µΦ

(
y (0) ,Py(0); ŷ (0)

)
x̂ (0)

]
.

We have

d
dεJ (u (.) + εv (.))

=
J (u (.) + εv (.))− J (u (.))

ε

= E
T∫
0

[
ly (t)x (t) + lz (t) r (t) + lu (t) v (t) + Ê

[
∂µl
(
t, y (t) , z (t) ,Py(t), v

ε (t) ; ŷ
)
x̂ (t)

]]
dt

+E
[
Φy

(
y (0) ,Py(0)

)
.x (0)

]
+ Ê

[
∂µΦ

(
y (0) ,Py(0); ŷ (0)

)
x̂ (0)

]
The proof is completed. �
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Now, we introduce the adjoint equation involved in the stochastic maximum principle:
dp (t) = F

(
t, y (t) , z (t) ,Py(t), v (t) , p (t) , q (t)

)
dt

+G
(
t, y (t) , z (t) ,Py(t), v (t) , p (t) , q (t)

)
dW (t)

−q (t) dB (t) ,

p (0) = Φy

(
y (0) ,Py(0)

)
+ Ê

[
∂µΦ

(
y (0) ,Py(0); ŷ (0)

)]
.

(9)

where
F
(
t, y (t) , z (t) ,Py(t), u (t) , p (t) , q (t)

)
= fy

(
t, y (t) , z (t) ,Py(t), u (t)

)
p (t) + Ê

[
∂µf

(
t, y (t) , z (t) , Py(t), u; ŷ (t)

)
p̂ (t)

]
+ gy

(
t, y (t) , z (t) ,Py(t), u (t)

)
q (t) + Ê

[
∂µg

(
t, y (t) , z (t) , Py(t), u; ŷ (t)

)
q̂ (t)

]
+ ly

(
t, y (t) , z (t) ,Py(t), u (t)

)
+ Ê

[
∂µl
(
t, y (t) , z (t) ,Py(t), u; ŷ (t)

)]
,

and
G
(
t, y (t) , z (t) ,Py(t), u (t) , p (t) , q (t)

)
= fz

(
t, y (t) , z (t) ,Py(t), u (t)

)
p (t) + Ê

[
∂µf

(
t, ŷ (t) , z (t) ,Py(t), û; y (t)

)
p̂ (t)

]
+ gz

(
t, y (t) , z (t) ,Py(t), u (t)

)
q (t) + Ê

[
∂µg

(
t, ŷ (t) , z (t) ,Py(t), û; y (t)

)
q̂ (t)

]
+ lz

(
t, y (t) , z (t) ,Py(t), u (t)

)
+ Ê

[
∂µl
(
t, ŷ (t) , z (t) ,Py(t), û; y (t)

)]
.

Lemma 3.3. Let (p (.) , q (.)) be the adapted solution of (9) . Then

Eu 〈p (0) , x (0)〉

= Eu
T∫
0

[〈
p (t) , fyx (t) + fzr (t) + fuv (t) + Ê

[
∂µf

(
t, ŷ (t) , z (t) ,Py(t), û; y (t)

)
p̂ (t)

]〉
+
〈
q (t) , gyx (t) + gzr (t) + guv (t) + Ê

[
∂µg

(
t, ŷ (t) , z (t) ,Py(t), û; y (t)

)
q̂ (t)

]〉]
dt

−Eu
T∫
0

[〈F, x (t)〉+ 〈G, r (t)〉] dt.

Proof. The proof follows imediately from the generalized Itô’s formula �

Now by Lemma 3.3, Proposition 3.1, and adjoint equations (9),we have

d
dεJ (u (.) + εv (.))

∣∣
ε=0

= Eu
{
T∫
0

〈lu + fup (t) + guq (t) , v (t)〉 dt

}
;

Defining the generalized Hamiltonian by

H (t, y (t) , z (t) , µ, v, p (t) , q (t)) (10)
∆
= f (t, y (t) , z (t) , µ, v (t)) p (t) + g (t, y (t) , z (t) , µ, v (t)) q (t) + l (t, y (t) , z (t) , µ, v (t)) ,

(t, y, z, µ, v, p, q) ∈ [0, T ]× R× R×Q2 (R)× U× R× R,

Theorem 3.1. Let u (.) be optimal. then, the maximum principle

E [Hv (t, y (t) , z (t) , µ, u (t) , p (t) , q (t)) (v (t)− u (t))] ≥ 0, ∀v ∈ U, a.e., a.s.,

holds, where the Hamiltonian function H is defined by (10).
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4. Application in Backward Doubly Stochastic LQ Control Problem

In this section, we apply our maximum principle to backward doubly stochastic linear-
quadratic control problem of Mckean-Vlasov, type the results obtained in section 3, writes
as follows:


−dy (t) =

(
A (t) y (t) + Ã (t)E [y (t)] +B (t) z (t) + C (t) v (t)

)
dt

+D (t) y (t) dB (t)− z (t) dW (t)
y (T ) = η.

(11)

The cost functional is a quadratic one, and it has the form

J (v (.)) =
1

2
E

 T∫
0

N (.) v2 (t) dt+M
[
y2 (0)

] , (12)

Here we assume that all the coefficients in (11) and (12) are bounded and deterministic
functions of t; N (.) > 0 and N−1 (.) are also bounded. The optimal control problem is to
find u ∈ U such that

J (u (.)) = inf
v∈U

J (v (.)) .

To solve this problem, we write down the Hamiltonian function

H (t, y (t) , z (t) , v (t) , p (t) , q (t))

=
(
A (t) y (t) + Ã (t)E [y (t)] +B (t) z (t) + C (t) v (t)

)
p (t)

+D (t) y (t) q (t) + 1
2N (t) v2 (t)

(13)

where p (.) , q (.) satisfies the equation

dp (t) =
[
A (t) p (t) + Ã (t)E [p (t)] +D (t) q (t)

]
dt+B (t) p (t) dW (t)− q (t) dB (t)

p (0) = −My (0) .
(14)

According to Theorem 3.1, if u (.) is an optimal control process, we have

u (t) = N−1 (t)C (t) p (t) . (15)

Then the state equations and adjoint equations become:



−dyu (t) =
[
A (t) yu (t) + Ã (t)E [yu (t)] +B (t) z (t)−N−1 (t)C2 (t) p (t)

]
dt

+D (t) yu (t) dBt − z (t) dW (t)
y (T ) = η

dp (t) =
[
A (t) p (t) + Ã (t)E [p (t)] +D (t) q (t)

]
dt+B (t) p (t) dW (t)− q (t) dB (t)

p (0) = Myu (0) .

In order to solve this system we set

p (t) = Φ (t) yu (t) + Ψ (t)E [yu (t)] ,

where Φ (t) ,Ψ (t) are deterministic differential functions which will be specified below.
Then, from (14) we get
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

A (t) p (t) + Ã (t)E [p (t)] +D (t) q (t)

= −Φ (t)A (t) yu (t)− Φ (t) Ã (t)E [yu (t)]− Φ (t)B (t) z (t)

−Φ (t)C (t)u (t)−Ψ (t)
(
A (t) + Ã (t)

)
E [yu (t)]

−Ψ (t)C (t)E [u (t)]− d
dtΦ (t) yu (t)− d

dtΨ (t)E [yu (t)] ,
B (t) p (t) = Φ (t) z (t) ,
−q (t) = −Φ (t)D (t) yu (t) .

(16)

From(15) and by compring the coefficients of yu (t) and E [yu (t)], respectively, in the
first equation of (16) ,we get

d
dtΦ (t)−

(
2A (t) +B2 (t) +D2 (t)

)
Φ (t) +N−1 (t)C2 (t) Φ2 (t) = 0,

t ∈ [0, T ]
Φ (T ) = M (≥ 0) .

But this is just a Riccati equation, and it has an unique solution.
Moreover,

d
dtΨ (t)− 2

(
A (t) + Ã (t) +B2 (t)−N−1 (t)C2 (t) Φ (t)

)
Ψ (t)

−
(
B2 (t) Φ−1 (t)− C2 (t)N−1 (t)

)
Ψ2 (t)− 2Ã (t) Φ (t) = 0,

Ψ (t) = 0.

Theorem 4.1. The optimal control u ∈ U for the linear quadratic control problem is given
by u (t) = N−1 (t)C (t) p (t) .

5. Conclusions

In conclusion, SMP of mean filed backward doubly optimal control in the convexe case
is obtained via the differentiability with respect to probability law, and as an application
we study the linear quadratic case.

Recommendations, it is highly recommended that the coming studies should cover the
following cases.

• SMP of mean filed backward doubly optimal control in the non convexe case.
• SMP of mean filed forward-backward doubly optimal control in both case.
• Extend the result of RAKIA AHMED et al [20] to the backward doubly system

driven by brownian motion and rosenblatt process.

Acknowledgement. The authors would like to extend their gratitude to editors and
referee(s).
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