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ON ZA-DEFERRED STATISTICALLY ROUGH CONVERGENCE WITH
ORDER «

C. CHOUDHURY', M. KUCUKASLAN?*, §

ABSTRACT. In this article, we introduce the concept of Za-deferred statistically rough
convergence of order a, (0 < a < 1) in a normed linear space. We mainly examine
various properties such as closedness and convexity of the set of Z — DSy ¢ (A)—limit
for a sequence. Besides this, we prove a necessary and sufficient condition for the Z —
DSy g (A)—convergence of a real valued sequence and derive some interesting implication
relationships.

Keywords: Deferred statistical convergence, ideal, Z—convergence, difference of sequence,
rough convergence.
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1. INTRODUCTION

The notion of the usual convergence of sequences does not always capture the fine de-
tails of the properties of a vast class of sequences that are not convergent but almost all
of its terms in some sense have the properties of a convergent sequence. This leads math-
ematicians to generalize the idea of usual convergence to various types of convergences.
In 1951, Fast [24] and Steinhaus [44] extended the concept of usual convergence to statis-
tical convergence independently by involving the concept of natural density. The natural
density of a set A C N is a real number d(A) € [0, 1] defined as if the limit exists

<k:
d(A) = klggol{a < k:ka € A}

where the vertical bar denotes the number of elements in the set {a < k:a € A}. It is
clear that if A is finite then d(A) = 0 and d(N\ A) =1 —d(A). A real valued sequence
x = (xp) is said to be statistically convergent [26] to a number [ if for every € > 0, the
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natural density of the set of all &’s for which the corresponding sequential term x;, lies
outside the interval (I — e,1l 4 ¢) is zero. In other words for each ¢ > 0,

1
im — [{k<n:lz, -1 >} =
nhm - Hk <n:lzp—1] >e}| =0.

Statistical convergence becomes one of the most active areas of research after the works
of Fridy [25], Salat [40], Tripathy [46, 47], and many others. For some most recent works
on statistical convergence, [9, 11, 12, 13, 36, 42] can be addressed, where many more
references can be found. In 1932, Agnew [1] generalized Cesaro mean to deferred Cesaro
mean to obtain a more useful method having stronger features. Later on, Kiiclikaslan
and Yilmaztiirk [31] utilize this to introduce the notion of deferred statistical convergence
mainly as a natural generalization of statistical convergence, A—statistical convergence,
lacunary statistical convergence, etc.

Let p = (p(n)) and ¢ = (¢(n)) are the sequence of non-negative integers which satisfies

p(n) < g(n)and lim ¢(n) = oo.

A real valued sequence z = (zy) is said to be deferred statistical convergent to a real
number [ if for every € > 0,

li 1

noeq(n) = p(n)
Clearly, for p(n) = 0 and g(n) = n, the above definition reduces to the definition of
statistical convergence. For more details related to deferred statistical convergence and
its generalizations, [2, 20, 28, 45] can be addressed where many more references can be
found.

Kizmaz [27] in 1981 defined the concept of difference sequence for a real valued sequence
r = (z1), by Az = (Ax) = (vx — xk+1), k € N and studied the inclusive relationships
of the sequence spaces co(A) := {z = (i) : Az € o}, (D) == {x = (zx) : Dz € ¢}
and lo(A) :={z = (z) : Ax € I}, where ¢y, c and I, are well known spaces of all real
valued null, convergent, and bounded sequences, respectively. After this study, which can
be considered as a base for difference sequences, Aydin and Basar [4], Bektas et al. [8],
Et [18], Et and Colak [21], Et and Basarir [19], Et and Esi [22], Et and Nuray [23], and
many others [33, 34, 35] investigated various properties of this concept.

On the other hand, in 2001, the idea of Z and Z*—convergence was developed by
Kostyrko et al. [30] mainly as a generalization of statistical convergence. They proved
that many other known notions of convergence were a particular type of Z—convergence by
considering particular ideals. Consequently, this direction successively gets more attention
from the researchers and became one of the most active areas of research. Generalizing
the notion of deferred statistical convergence and Z—convergence, in 2019, Sengiil et al.
[43] introduced the notion of Z— deferred statistical convergence of order «, (0 < a < 1).
For more information on Z—convergence and its related generalizations, one may refer
to Debnath and Rakshit [14], Demirci [16], Kostyrko et al. [29], Tripathy and Hazarika
[48, 49, 50], Tripathy et al. [51, 53|, and Tripathy and Sen [52] where many more references
can be found.

The idea of rough convergence was first introduced by H. X. Phu [38] in finite dimen-
sional normed spaces. Phu mainly showed that the rough limit set LIM"x (where r > 0
is the degree of roughness) is bounded, closed, and convex and studied several fundamen-
tal properties of this interesting concept. Moreover in [39], Phu also investigated similar
concepts for infinite dimensional normed spaces. Later on, in 2008, Aytar [5] extended it
to rough statistical convergence. In 2013, Pal et al. [37] and in 2014, Diindar and Cakan

Hp(n) <k <q(n): |z, — 1| >} =0.
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[17] independently introduced rough ideal convergence. Recently, Demir and Gimiis [15]
introduced and investigated the notion of rough statistical convergence for difference se-
quences. For more details on rough convergence and its current generalizations, one may
refer to [3, 6, 10, 32, 41].

2. SOME DEFINITIONS

In this section, we present some definitions which are crucial for the results of this paper.

Definition 2.1. [30] Let X be a non-empty set. A family of subsets T C P(X) is called
an ideal on the set X, if (i) for each A, B € T implies AUB € Z, and (ii) for each A € T
and B C A implies B € T.

Definition 2.2. [30] Let X be a non-empty set. A family of subsets F C P(X) is called
a filter on the set X, if (i) for each A, B € F implies AN B € F, and (ii) for each A € F
and B D A implies B € F.

An ideal Z is called non-trivial if Z # () and X ¢ Z. The filter F(Z) :={X \ A: A€ T}
is called the filter associated with the ideal Z.
A non-trivial ideal Z C P(X) is called an admissible ideal in X if and only if Z D

{{z}:z € X}.

Definition 2.3. [37] Let r be a non-negative real number. A sequence x = (zy) in a
normed linear space (X, ||-||) is said to be rough ideal convergent to xy € X, if for every
e >0,

{keN: |z —xo|| >r+e} el

If we choose Z = Ty, the ideal consisting of all finite subsets of N, the Definition 2.3
coincides with the definition of rough convergence given in [38] and if we choose Z = 7,
the ideal consisting of all subsets of N having natural density zero, Definition 2.3 turns
to the definition of rough statistical convergence studied in [5]. Furthermore, if we fix
r = 0, then the choices 7T = Iy and Z = I, reduce Definition 2.3 to the definition of
usual convergence and statistical convergence [26], respectively. If we choose r = 0, then
Definition 2.3 gives us the definition of ideal convergence given in [30].

Remark 2.1. [38] A sequence x = (z1) in a normed linear space (X, ||-||) is bounded if
and only if LIM"x # 0 for some r > 0.

Definition 2.4. [7] Let x = (x1) be a real valued sequence. Then, x = (xy) is said to be
A—statistically convergent to a real number 1 if for every e > 0,

1
lim — [{k <n:|Azxy—1] >e}| =0,

n—oon,

holds.

Definition 2.5. [43] A real valued sequence x = (x1) is said to be T—deferred statistically
convergent of order a(0 < o < 1) to a real number | (in short T — DSy ,—convergent) if
for every e,9 > 0,

1
{nEN:W|{p(n)<k<q(n):\xk—l\>s}>5}EI.
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3. MAIN RESULTS

In this section, we are ready to present the main results of the paper. Throughout the
paper, Z will denote a non-trivial admissible ideal in N and p, ¢ will denote sequences of
natural numbers satisfying p(n) < ¢(n) and li_>m q(n) = oo..

n o0

Definition 3.1. Let x = (z1) be a sequence in a normed linear space (X, ||-||) and r be a
non-negative real number. Then, x is said to be Ia-deferred statistically rough convergent
to o € X (in short T — DS} (A\)—convergent) if for every e,d > 0,

{nEN:m\{p(n)<k§q(n):HA:Ek—:L‘oH >4l 25} €.

In this case, z¢ is said to be Z— DS}  (A) limit of the sequence z = () and it is denoted

I-DS; (D) .
by xk : wg. For r > 0, the set of all Z — DS}  (A)—convergent sequences with

roughness degree r is denoted by Z — DS} (A).

Definition 3.2. Let x = (zx) be a sequence in a normed linear space (X, |-||) and r be a
non-negative real number. Then, x is said to be Tp—deferred statistically rough convergent
of order a(0 < a < 1) to zg € X (in short T— DSpq (A)—convergent) if for every e,d > 0,

1
{nEN.(q(n)_p(n))aHp(n)<k§q(n).HAxk—on >r+e} 25} el

In this case, zg is said to be the Z — DSpg(A) limit of the sequence z = () and

I-DSpS (A
it is denoted by zj pa(2) zg. For r > 0, the set of all Z — DS,g(A)—convergent
sequences with roughness degree 7 is denoted by Z — DSy (A).

Remark 3.1. For r = 0, Definition 3.1 and Definition 3.2 reduces to the definition of
T — DSy 4(A)—convergence, and T — DS (A)—convergence respectively, and in both the
cases, the limit is unique.

Remark 3.2. Forr > 0, the T — DSyq(A)—limit of a sequence is not unique.

So our main interest is to deal with the case » > 0. Therefore, we construct Z —
DSpg (A)—limit set of a sequence x = () denoted and defined as follows:

I-DSpq (A
T — LIM,(DS5S(A)) = {xo € X : gy T2%aD), xo}.
For a = 1, the above limit set reduces to
I-DSj (D)
I - LIMm(DS;q(A)) =cxg € X ixp ———x0 .
It is obvious that a sequence x = () in a normed linear space (X, ||-[|) is Z— DSy ,(A)—
convergent or Z — DS, (A)—convergent according to as

T — LIMx(DS;q(A)) # )
and

T— LIMx(DS;:‘;(A)) # )
for some r > 0.

Theorem 3.1. Let r be a non-negative real number. Then, T — LIM,(DSpyq(A)) C
T — LIM,(DS: () for0 < a < 1.

I-DSpa(A
Proof. Let x = (z) be a sequence in a normed linear space (X, ||-||) such that x %
xo holds. Then, by definition, for every ¢,6 > 0,
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{neN: oyt p(n) <k < q(n) s |Azy —woll 27 +2} 2 8} € T.

Since 0 < a < 1, then the following inclusion

1
{n eN: 2 — o) Hp(n) <k <q(n):||Azxk — ol >r+e}| > (5}

1
() —plmy |

holds. Hence, the result is obtained. ]

c {nen: () < b < ) s[5 — o] 27+ 2} >

Theorem 3.2. Let x = (z1) be a sequence in a normed linear space (X, ||-||). Then,
diam(T — LIM,(DS;2(A))) = sup {ly — =] : 9, € T — LIM.(DSES(A)} < 2r-
Proof. Let us assume that diam(Z — LIM,(DSyq(A))) > 2r holds. Then, there exists
Yo, 20 € T — LIM,(DSpg(A)) such that |lyo — 20]| > 2r must be hold. Choose £ > 0 in
such a manner that ¢ < M — 7. Suppose A = {k € N : ||Axy —yol| > r + ¢} and
B ={k € N: ||Azy — z0|| > 7 + £}. Then, the following inequality

1

W‘{p(")<kSQ(H):keAuB}y

1
< o () < k<) ke 4]
1
+ () —pn))™ Hp(n) <k <q(n): ke B}
holds and so we have
. 1 _
I—Jl_)rgom\{p(n)<k§q(n).k€AUB}\
. 1 ‘
<7- nlglgom {p(n) <k < q(n): ke A}|
ST lm o |{p(n) <k < q(n): k€ BY|.

n—(g(n) — p(n))
By assumptions, the right-hand side of the above inequality vanishes and so is the left-hand
side. Thus, for any ¢ > 0,

K(é):{nEN: ! a]{p(n)<k§q(n):k€AUB}\25}GI.

(q(n) = p(n))
Let ng € N\ K(%). Then, we have
1

(q(no) — p(no))

1
= {p(no) <k <q(no) : k€ AUB}| < 3

Also,
1 . ,
(g(no) — p(no))> H{p(no) <k <q(ng): k¢ AUB} >1— S=5

This implies the set {k € N : k ¢ AU B} is nonempty. Let kg € N be such that
ko ¢ AU B. Then, kg € (N\ A)N(N\ B). Then,

|Azk, — ol < r+ e and||Axg, — 20| <7 +e.

Consequently,

Iy0 = zoll < | Azky = yoll + [[Aaky = 20ll < 2(r +¢) < lyo = 2ol
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which is a contradiction. Hence, diam(Z — LIM,(DSyq(A))) < 2r. O

Theorem 3.3. Let x = (z) and y = (yx) be two sequences in the normed linear space
(X, |I)ID- Then, for a given r > 0 the following holds:

(i) If xo € T — LIM,(DSpq(A)) then Axg € T — LIMy,(DSpg(A)), for any X € R with
Al > 1.

(ii) If xo € T — LIM,(DSpq(A)) and yo € T — LIM,(DSyq(A)), then zo +yo € T —
LIM,1 (DS5(0).

I-DSH(A
Proof. (i) Since xy, A xg, so for any given ¢, > 0, following set

e A s TEE
\m N G g () < S o) 10m > TEE Y| 2 0h )
belongs to Z. Now, we have
1
(a(n) — pla))a 1

(n) <k <q(n): XAz — Azol| = r + e}

1

(g(n) = p(n))= {p(n) <k <q(n): [l Ay — zol| = 7+ €}

<1
= (g(n) —p(n))~

From the above inequation, the inclusion

(ot < b <) 180 - 20 2 THEL.

{”GN:M
C{nGN:

{Mm<k§quﬂﬁm—wﬂzrifﬂ<5}

1
holds and consequently, from (1) we have,

{n eN: m H{p(n) < k <q(n): [|ANAzg — Axg|| > r+e}| > 5} el
I-DSpg(A)

)\.%'0.
I-DSpiq (8)
_—

Hence, Az
I-DSLS (A )
% o holds, so for given ¢, > 0, we have

(ii) Since xg xo and yy

A, B € 7, where
o r
(q(n) —p(n))>

A= :
{neN Z 5

{p(n) <k <qn): | Ay — o > 7"‘2”}’ >5}

and

={nen oot o <o han -l = 55 2 5.

(q(n) = p(n)) 2 [|72
Let M = (N\ A)N(N\ B). Then, M € F(Z) and so M # (). Let us consider an element
m € M. Then, we have,

@mo_mm»a{mm><ksamqu%xﬂzrgf}w<g

and

(q(m) — p(m))® {p(m) <k <q(m): || Ayr = yoll = r;—g}’ < g
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Now as the inclusion
{p(m) <k < q(m) : [|[A(xr +yr) — (xo + 30)|| > 7 + €}

g@W@<kgqmeAm—xﬂzT+5}

2

r+e
o {pm) < b < atm): 1800 = ol = "5

holds, so we must have

(qOm) — playa [ w0m) <k < am) = [ A + i) = (20 + 30l 2 7+ €}

1 r+e
< m) <k <gqg(m):||Axy — zol|| > H
e e | {2 << alm) s~ a0l 2 7
b i ({0 < < ) Ll > 5}
< : k— Yol =
(¢(m) — p(m))* 2
6 6
<§+§_d
From the above inequality, we get

{ne N s o) < < ) s+ ) = (oot )] 2 23] 2 6

is the subset of N\ M. Since A,B € Z,so N\ M = AU B € 7 and consequently,

{neN: rbaye o) <k <a(n): [ Ak +y6) = o+ o)l Zr+e} 26} €T
and the proof ends. O

Theorem 3.4. Let 0 < a < 8 < 1, then T — LIM,(DSyS(A)) € T — LIM,(DSyE (M)
holds for a fixed r > 0.

. : I-DSpg (L)
Proof. Let x = (z) be a sequence in a normed linear space (X, ||-||) such that zj, ———————
xg. Then, the result follows from the following inclusion

1
{nEN:(q(n)—p(n))ﬁHp(n) <k <gqn):||Azy —xol| > 7+ ¢} 26}

1
C {nGN.W\{p(n)<k§q(n).]Axk—xo\| >r+cl 26}.

O

Definition 3.3. A sequence © = (xx) in a normed linear space (X, ||||) is said to be I-
deferred statistically bounded of order a (0 < o < 1) (in short T — DSg (A)—bounded) if
there exists a real number M > 0 such that

{neN: oty o) <k <q(n): [ Aayl = M} >0} €T

If we consider the case a = 1 in Definition 3.7, then the sequence z = (xj) is called
Ia- deferred statistically bounded (in short Z — DS, ,(A)—bounded). In view of the
definitions, we formulate the following result without proof.

Theorem 3.5. Every Z— DSy (A)—bounded sequence is also T — DS}, (/) —bounded for
O<a<l.
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Theorem 3.6. A sequence x = (xy) in a normed linear space (X, ||||) is Za-deferred
statistically bounded of order o (0 < o < 1) if and only if there exists some r > 0 such
that T — LIM,(DSyq (D)) # 0.

Proof. Firstly, let us assume that x = (x) be a Z(A)—deferred statistically bounded
sequence of order (0 < a < 1) in X. Then,

A= {neN = [{p(n )<k§q(n):HA:pk|]2M}]25}GI

(a(n)—p(n))™

for some M > 0. Suppose r' = sup{||zx| : p(m) < k < g(m),m € N\ A}. Then, the set
T — LIM,(DSh;:%(A)) contains the origin of X so that T — LIM,(DSh:"(A)) # 0.

Conversely, assume that there is a r > 0 such that Z — LIM,(DSyq(A)) # 0. Let
xg € Z — LIM,(DSpq(A)). Then, for every &, > 0,

{nEN:W|{p(n)<k§q(n):||A$k—xo|| > 7+ el 25}62
Fix ¢ = ||zo|| and let M = r + ||zo||. Then, for every § > 0,

{nen: {p(n) < k < q(n) s | Ay —woll = M} 2 0} €T

(q(n)— p (n))=
Hence, © = (z1) is Z(A)—deferred statistically bounded of order a(0 < o < 1). O

Theorem 3.7. Let x = (x1) be a sequence in a normed linear space (X, ||-||). Then, the
set T — LIM,(DSpq(A)) is convex for some r > 0.

Proof. Let yo,y1 € T — LIM,(DSpg(A)) and € > 0 be given. Suppose 49 = {k € N :
|Axy —yol| > r+e} and Ay = {k € N: ||[Azg — y1]| > r +e}. Then, by Theorem 3.2, for
any 0 > 0,

1
{nEN.(q(n)_p(n))a|{p(n)<k§q(n).k€A0UA1}|25}GI

Choose 0 < 61 < 1 such that 0 <1 — 67 < 4. Let

1
A= {nEN.(q(n)_p(n))aHp(n)<k§q(n).k€A0UA1H21—51}
Then, A € 7 and for every n ¢ A we have
1
W|{p(n)<kSQ(n)-k€AoUz‘h}|<1—51

1
:> s,
(q(n) = p(n))
Therefore, the set {k € N: k ¢ AyU A1} is nonempty. Suppose kg € (N\ Ag)N(N\ Ay).
Then, for any 0 < A <1,
[Azg, — (1= Nyo = Ayl < (1= A) [[Azgy — yoll + A Azrg — y1l
<(I=XNr+e)+ANr+e)=r+e.

{p(n) <k <q(n):k¢&AgUA}|>1-(1-0d)=0.

Let B={k e N: | Az — (1 —XN)yo+ Ay1)|| > 7 +¢€}. Then, clearly

(N'\ Ag) N (N'\ A1) C N\ B.
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So, for n ¢ A,
1
01 < W \{p(n) <k< q(n) k ¢ Ap UA1}|
1
< oty ) <k <)tk ¢ BY.
In other words,
1

Qo = pimyye [p) <k <a(n):k e B} <1-d <o

This implies that
N\AC {neN: ot [o(n) < k < a(n) : k € BY| < 6.

Now by taking complements on both sides of the above inclusion and using the fact that
A € Z, we obtain

{nGN:m|{p(n)<k§q(n):k’63}|25}61
This completes the proof. ]

Theorem 3.8. Let x = (x) be a sequence in a normed linear space (X, ||-||). Then, the
set T — LIM,(DS,q(A)) is closed for some r > 0.

Proof. If T — LIM, (DS, q(A)) = 0, then there is nothing to prove. So let us assume that
I — LIMz(DSpq(D)) # 0.
Consider a sequence (yy) in Z — LIM,(DSyq(A)) such that
Jim =
Choose € > 0 and 6 > 0. Then, there exists i% € N such that
lye — yll < 5 for all k> ic.
Let ko > ic. Then, yy, € Z — LIM,(DSpg(4)) and consequently

A:{neN [{p(n) < k < g )HAM-&%HZT+%HZ5}EI

Let M denotes the set N\ A. Then, M € F(Z) and so is non-empty. Take n € M. Then,
we have,

(g(n)—p(n))> p (n))>

1

(g(n) = p(n))>
(q(n)—lp(n))a {p(”) <k <qn):[[Azg — yk |l <r—|—%}‘ >1—4.

Let B, = {p(n) <k < q(n) : |Azr — yg,|| <+ 5}. Then, for k € By,

[Azy =yl < [[Axk = yroll + llywe —yll <T+5+5=71+e
Hence, B, C {p(n) < k < q(n): ||Azr —y|| < r+ e} which implies that

{p(n) <k< Q(n) : HAxk —kaH >+ g}‘ <

=

1= 0 < ofZ2lss < o Hp(n) <k <g(n) : | Az —yll < v +e}]

Therefore,

s p) <k <q(n) : | Dey =yl > r+e}| <1-(1-08) =0,
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This implies,

{neN ~ il )<kgq(n);Hmk—y!!zr+a}yza}gAez.

(q(n)—p(n)> p(n
Hence, y € Z — LIM,(DSyq(A)) and this completes the proof. O
Theorem 3.9. A sequence x = (xy) in a normed linear space (X, ||-||) is Z — DSpq (A)—
convergent to xg € X with roughness degree r > 0 if and only if there exists a sequence

y = (yx) in X which is T — DSy (AN)—convergent to o and ||Axy, — Aygl| < v for all
k e N.

Proof. Let y = (yx) be a sequence in X such that |Azy — Ayl < r for all £ € N and

I-DSS ()
yk—>l‘0

Then, by definition for every € > 0 and § > 0,
A={neN: grtays o) <k <aln): [y — ol 2 e} 2 6} €
Let n ¢ A. Then, we have
sy Hp() < & < ) s [ Ay — aoll = e} <8

which further gives
W|{p(n)<k§q(n): 1Ay — zol| < €} > 1—6. -

Let for n € N, A,, denotes the set {p(n) <k < q(n): ||Ayr — x0|| < €}.
Then, for k € A,

||A:Ek — (E()” < ||A:L‘k — Aka + HAyk — .%’()H <r-+e.
This proves that the inclusion
A, C{pn) <k <qn):|Axp—xzo| <r+e}

holds and eventually from (2) we obtain

e 1) <k < q(n): [[Dzg —xol| <7 +e}f 2

Thus,

{neN ]{p()<k§q(n):|]Aazk—onZr—i—s}]z(S}QAEI.

(a(n)— p (n))«
T-DS5S(A)
Hence, z;, ——2—% x.

I-DSp (A
For the converse part, let us assume that xy A xzg. Then, by definition for

every ,0 > 0,

B:{neN |{p()<k§q(n):||Axk—x0H2r+6}|25}EI

(g(n)— p ()~
Let n ¢ B. Then, we have

COEIOE Hp(n) <k <q(n):||Azg —xol| 2 r+e}| <9
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which further gives
1
(q(n) —p(n))*
Suppose for n € N, B,, denotes the set {p(n) < k < q(n) : ||Azg — zo]| <7 +€}.
Define a sequence y = (yx) by

A Zo, if [|Axy —axol <7
Yie = Axy + 1 otherwise.

{p(n) <k <q(n):[|Axy —zol| <r+e}| =210 (3)

—Amy,
HAI —zoll’
Then, it is easy to observe that ||Axy — Ayg|| < r for all K € N. Moreover, ||Ayx — xo|| =0,

whenever |Azy — zo|| < 7 and ||Ayg — zo]| < &, whenever r < ||Azy — x| < r+e.
The above fact gives the following inclusion

Bn C{p(n) <k <qn): |Ayp — x0 < €}

holds and subsequently from (3), we have

_ n n): - € Bl
<q(n) _p(n))a ’{p( ) <k< Q( ) : ”Ayk 0” < }’ > (q<n> _p<n>)a =

ie.,
1

————|{pn) <k <qgn):|[|Ayr — xol| > e}| <.

T =iy P < <a(m) | |2 e}
Thus,

{neN: e {pm) < k < g(n) : | Ay — zo]| > )] 25} CBeTl
I-DSg (D)

Hence, vy, ——%— 2. This completes the proof. ]

Definition 3.4. A point v is said to be Z(A)—deferred statistically cluster point of order
a, if

q(n) p(n

{neN: oty o) <k <q(n): Az =] > e} <5} ¢ T.

For any sequence x = (x1), the set of all Z(A)—deferred statistically cluster point of
order « is denoted by Iy (Z — DSg,(4)).

Theorem 3.10. Let © = (zy) be a sequence in a normed linear space (X,|||). Then,
Jor an arbitrary v € Ty (T —DS5,(A)) and r > 0, |lzo—~| < r for all o € T —
LIM,(DSyq (D).

Proof. If possible let us assume that for v € T',, (I — DSﬁq(A)) there exists a g € Z —
LIM,(DSyq(A)) satisfying ||zg — || > r. Fixe = M Then, we have for any § > 0,
Suppose

B:{neN - {p(n )<kgq(n>;|ymk—xouzr+g}\za}.

(g(n)—p(n))> p(n

Let m € A be such that for p(m) < k < g(m), ||Azy — || < e. Then, we have,

Az, — zol = [[wo =] = [Azg — 7] > 7 + e
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This implies that A C B and consequently, B ¢ Z, which contradicts to the fact that
xg € T — LIM,(DSyq(A)). This completes the proof. O

Theorem 3.11. Let t = (t(n)) and s = (s(n)) be two sequences of positive integers such
that p(n) < t(n) < s(n) < q(n) holds for all n € N. Then, for a fized r > 0,
I-DS; ¢ TN
(i) —t()> g implies xy, —p()> xo, provided that both the sets {k € N :
p(n) <k <t(n)} and {k € N:s(n) <k <q(n)} are finite for all n € N.

g I-DSpg (A I-DS; 3 (D)
(ii) xp, % o zmplzes Ty ——— " 20, provided that

_ liminf (M) > 0.

n—oo \4(n)—p(n)
Proof. The proof is parallel to that of Theorem 2.3.1 and Theorem 2.3.2 in [31], so omitted.
O

Theorem 3.12. Let t = (t(n)) and s = (s(n)) be two sequences of positive integers such
that p(n) < t(n) < s(n) < q(n) and {k € N:t(n) <k < s(n)} is a finite set for alln € N.

I-DS, (D) I-DSLY(A) .
If 2, —2—5 20 and v, ———2—= 0 holds for a fized r > 0, simultaneously, then

I-DSplq (8)
Tk —)330

Proof. For any € > 0 and a fixed r > 0, the following inclusion

{p(n) <k <q(n):[|Azy —xol| =2 7+ e}
={p(n) <k <t(n): [|Axy —zol| =2 r+e}
U{t(n) <k <s(n):||Axg —xo|| >r+e}
U{s(n) < k < q(n) : [| Dz —zol] > 7+ 2}
and related inequality

{p(n) <k <q(n):[|Azy —xol| > r + e}
(¢(n) — p(n))>
- Hp(n) <k < t(n) : [Aay — o] > r 4}
- (t(n) —p(n))*
H{t(n) < k < s(n): ||Axg — x| > r+ e}
(s(n) —t(n))*
{s(n) <k <qn): |Axk — x| = r + €}
(q(n) — s(n))"
holds. From the assumption of the theorem, the Z—Ilimit of the right-hand side of the
above inequality is zero. Therefore,

[{p(n) <k <q(n): [|Day — xol > 7 + €}

-1 =0.
n—+co (q(n) = p(n))*
Therefore, the proof of the theorem is ended. O

4. CONCLUSIONS

In this study, the concept of Z — DSpg(A)—convergence is introduced in a normed
linear space setting. Several interesting properties and implication relationships have been
presented and proved whenever one varies the parameter a (0 < a < 1), the sequences
p, ¢, and the roughness degree r. But the main emphasis was given to the Z — DSy (A)-
limit set which is proved to be a closed and convex subset of the normed linear space
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considered. Furthermore, Theorem 3.6 gives a condition under which Z — DSy g (A)—limit
set of a sequence is non-empty and Theorem 3.9 gives an equivalent condition for 7 —
DSpq (AN)—convergence of a sequence in a normed linear space (X, ||-||)-

In the future, this work can be extended over higher order difference sequences and
several analytical properties such as solidity, monotonicity, symmetry, etc. of the corre-
sponding sequence spaces can be investigated.

Also, based on Theorem 3.7 and Theorem 3.8, the following question can be asked: Let
A be an arbitrary convex (or closed) set in normed vector space. Is there a sequence (zy)
whose Z — DSpg (A)—limit set will be A?
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